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THE EUCLIDEAN METRICS APPLIED TO THE INTERPHONEMIC
DISTANCE MEASUREMENTS

Anatoly Zeldin

The similarity or dissimilarity of the spoken words is generally rendered by intuition, depending on
the personal orientation or the personal traits of a listener/speaker. The existing methods of phonetic en-
coding of words suffer from a number of shortcomings, the main one being the impossibility of weighing
spoken words in quantitative terms. Moreover, the existing methods may be related to a certain language
or language family. The algorithm advanced in the present paper compares the characteristics of different
phonemes that make up a word. The paper treats phonemic frequency and sonority as elements common
both for consonants and vowels, backness and openness, as features pertaining to vowels, and the place of
articulation pertaining to consonants only. The algorithm in question permits to compare in quantitative
terms the words of different length, whether formed by open or closed syllables. The inter-phonemic dis-
tances are calculated by employing Euclidean metrics. The paper suggests fields of application of the
method treated in the paper: this scheme can be applied in the fields of comparative linguistics, in medi-
cine, when the hearing disorders are scrutinized, as well as in the brain cortex mapping.
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Bompoc «mmoxoxecT» / «HETOX0KECTH» IBYX WX 0oJiee CJIOB OAHOTO WM Pa3HbIX S3bIKOB OL[CHUBA-
eTcd, KaK MPaBUJI0, MHTYUTHBHO, B 3aBUCUMOCTH OT MHAMBHIYalIbHBIX OCOOCHHOCTEH ayTUTOPHOTO BOC-
npuatud. CynecTByromue MeTo bl (JOHETHYECKOIO ONUCAHUA CIOB 00JaJaloT PSIOM HEeJOCTaTKOB, OC-
HOBHBIM M3 HHUX SBJIIETCSI HEBO3MOXKHOCTh KOJIMYECTBEHHON OIIEHKM M CPaBHEHHS Pa3NUYHBIX CJIOB.
Kpome Toro, npeanoxeHHble aJrOPUTMbI MOTYT OBITH OPHEHTHPOBAHBI HA KOHKPETHBIN SA3BIK MIIN S3BIKO-
Bylo cemblo. [IpenaraeMelii METOA OCHOBAaH Ha KOJUYECTBEHHOM CPAaBHEHHH OTACIbHBIX IApaMETPOB
(oHeM, U3 KOTOPBIX COCTOMT CJIOBO. B kauecTBe mapaMeTpoB, OOMNX IS TIACHBIX M COTIIACHBIX (DOHEM,
IIpeJUIaraeTcsi paCCMOTPETh BBICOTY M COHOPHOCTB, XapaKTEPU3YIOLINX TOIBKO INIACHBIE — IOABEM U P,
XapaKTepU3YIOLINX TOJIBKO COTIACHBIE — MECTO 00pa3oBaHus. MeK(OHEMHBIE PACCTOSHHS BBIYHCIISIOTCS
Mo OBKJINJOBOM MeTpuke. PaccMaTprBaeMblil allrOpUTM MO3BOJISIET CPABHUBATH B KOJIMYECTBEHHBIX yC-
JIOBHBIX €IMHUIIAX CJIOBA PA3IMYHON IIMHBI, KOTOPBIE COCTOSAT M3 Pa3IHUYHBIX BHJOB CIOTOB — KakK 3a-
KPBITBIX, TaK M OTKPHITHIX. [IpenoskeHsl 00MacTH NPUMEHEHHS MpejIaraeMoro MeToja: 3Ta cxema Mo-
XKeT IMPUMEHSTHCA B 00JIACTH CPAaBHUTEIHHOTO S3BIKO3HAHMA, B MEIUIIMHE NPH W3YYEHUHM HapyIICHUH
ClIyXa, a TaKKe IpU KapTUPOBAHUU KOPHI TOJIOBHOTO MO3Ta.
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lexeme), and, to a lesser extent, from the shared se-
mantics common for a speaker and a listener.

The word (or a lexeme) consists of phonemes.
Or, citing de Saussure again “language...is a system
based on the mental opposition of auditory impres-
sions, just as a tapestry is a work of art produced by
the visual oppositions of threads of different col-
ors...” [Ibid.,p. 39]. The phonemes are classified as
the consonants and vowels, we do not consider for
the moment the clicks found almost exclusively in
the Khoisan languages. The consonants may be
pulmonic and non-pulmonic; the phonetic systems
that include the non-pulmonic consonants are few
and far between, and so far we exclude them from
the discussion.

The main feature that differentiates the human
speech from other species’ communication systems
is the use of words or lexemes which consist of pho-
nemes. A phoneme is the smallest meaningful
’sound unit’ in language (cat vs. bat, cat vs. cut, cat
vs. can). The IPA defines the common consonant
phonemes as shown in Fig. 1. The arrangement of
rows in the table is clear — from the most outer
sound (bilabials /m/, /b/ etc. moving deeper into the
mouth cavity toward the ‘deepest’ ones — the glottal
consonants, like /?/. On the contrary, the up-down
order of the consonant rows is purely arbitrary — na-
sals traditionally occupy the upper row, stops — the
second upper row and so on.

The vowels are more strictly organized — each
sound occupies the position in the vowel chart (Fig.
2) according to the tongue height at the moment of
vocalization and backness (the tongue position rela-
tive to the back of mouth). A vowel position could
be easily pinpointed on a chart; to map a consonant
is a much harder task — only one axis coordinate is
provided.

The problem is expressed in the difficulties one
can face while trying to quantitatively define a pho-
neme and, consequently, a whole word. We suppose
that the solution may bear on the distinguishing of
phonetic and even phonemic proximity of different
phonemes, syllables, words and expressions, and
could be applied in various fields (aka comparative
linguistics, neurolinguistics, auditory impairments
treatment).

When a need to determine an inter-phonemic
distance arises, first and foremost the Levenstein
distance comes to mind [5]. Among its shortcomings
are the artificialness and the over-relating to orthog-
raphy. Beside this, only the letters’ order is of im-
portance, due to this the differences in the phonetic
vicinity or remoteness are wiped away. Hence, the
lexemes but — cut — hut — gut — nut — tut (tit for tut)
occupy the same position in terms of mutual dis-
tance when the Levenstein method is applied, alt-
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hough the phonemic perception in each case is dif-
ferent, of course. To our mind, but is closer to gut
than to cut, and nut is still more far away. One
should take into consideration that the relative
closeness of the sounds (or phonemes) and words is
a rather subjective perception and varies from one
person to another.

The popular algorithm SoundEx (based on the
Germanic languages and applied predominantly to
the Germanic words) [4] ignores the individual
sound features, as does the Levenstein distance. The
same may be said of the Metaphone phonetic algo-
rithm [8].

“Speech can be produced rapidly because the
phonemes are processed in parallel. They are taken
apart into their constituent featured...” [6, p. 454].
The algorithm advanced in the present paper is
based on the acoustic properties of a phoneme, these
properties are expressed quantitatively and taken in
an array. As mentioned above, the IFA consonant
table while providing the exhaustive phonetic ac-
count of the world languages, nevertheless has a sig-
nificant shortcoming — an arbitrary arrangement of
rows that display the manner of vocalization. Thus,
the row of nasal consonants could as well be
changed with the row of plosives, etc.

We can use the index of the ‘consonant deep-
ness’ that shows the place of articulation, i.e. how
deep a consonant in the vocal cavity is produced. In-
dex 1 stands for the bilabial sounds, 2 — for the
labio-velar sounds... 13 — for the glottal sounds. But
for the sake of acoustic closeness evaluation of pho-
nemes pertaining to different classes, we need at
least one more quantitative parameter. As such, so
called COG can be used. “The center of gravity of a
spectrum (COQ) is in a sense, the “mean” frequen-
cy” [10, p.1530]. Also, a phoneme sonority may be
used, although determining this feature is not a sim-
ple task, albeit it is easily perceived intuitively. For
example, the sonority was described as “the loud-
ness relative to that of other sound with the same
length, stress and pitch” (Ladefoged) [cit.: 3, p. 20].

To visualize the vowels and the consonants in a
unitary frame of reference, we chose the features of
the sonority and the frequency (the deepness is unfit
for vowels, the openness and backness are used in-
stead). The quantitative values were cited from the
following sources - S; (the sonority of sound i) [3], F;
(the frequency or COG of sound i) [10]. The x-axis
marks sonority, the y-axis marks the mean frequency
measured in Hz. So, /m/ (17; 18), In/ (15; 19), /p/ (7;
39), /fl (7;4), /a/ (24; 38). The distance between syl-
lables or the whole words will be calculated accord-
ing the standard Euclidian metrics:

D (Al, Az) = \/—Zlf;l(x El) —x L(Z))z
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To apply the metrics in a special case, one can
transform the equation in the following way:

D (AL A))=pu1(x1—x2)%+ py(x1 - xz)z +
fg(xt —x2)?

where L - the specific weight of every parameter; it

describes the subjective or personal experience of

every phoneme and could be determined by experi-

mental approach.

However, we are facing the problem of dimen-
sionality, i.e. the units of measurement, which we
choose to describe the properties of a certain pho-
neme. To solve the problem of alignment acoustic
and metric units, we should normalize the numbers
or transform them into unidimensional units:

X:%*(X1+X2+---+Xn)=; =1 %0
where X is the average of a given parameter, n — the
total number of phonemes in question.

If a normal distribution takes place, the equation
will look like:

X =(xi = %)/ Xizg(x 1 — )7

The divisor is the standard deviation of a consid-
ered value. As long as we are not safe that the distri-
bution in question is a normal one, it is safer to ap-
ply a more general case of transformation:

X = (X - Xmin) | X max = X min) € [0,1];

The sonority values are: S ;0 = 29, S in=0
[Dineen & Miller 1995, 20]; the mean frequency
values: F 5= 400 Hz, F ,,;,= 18 Hz [van Son &
Pols 1996, 1531]; the place of articulation (or
“deepness”) relative to the most front consonant:
D max =13, D min=1.

Therefore: S ,,,= (S - S min) ! (S max - S min) =
0.59; S ,=0,52; S ,= 0, 244; S =0, 24; S ;= 0,83;

The same about COG or the mean frequency:
Fm= (_F m” Fmin)_/ (F max " Fonin) = 0.02; Fp =
0.023; F ,=0.077; F p/= 1; F ;= 0.077,

The relative deepness of a phoneme or the place
of articulation: D ,;; = (D 1= D min) / (D max- D min)
=0.077; D ,=0.307; D ,= 0.077; D = 0.154;

As for the vowels we can use the axis of
backness (Fig. 2) — values 0, 1, 2, 3 or 4, and open-
ness — values from 0 to 8. So, B ,= 1, B ;= 0.25;
0,=1,0,=0.125;

Ultimately, the phonemic matrix of mama word
will look like: [S,u[F mDm: S alF B alO o
SlF mD s S4IF 4B 4O 4] = [0.59]0.02/0.077;

1.

0.83]0.077|0.25/|0.125; 0.59|0.02/0.077;
0.83]0.077|?7]. The matrix of nana:
[0.52|0.023|0.307; 0.83|0.077|0.25|0.125;

0.52/0.023/0.307; 0.830.077/0.25[0.125], of papa:
[0.24]0.0770.077; 0.83|0.077]0.25/0.125;
0.24/0.077/0.077; 0.83]0.077/0.25/0.125], of fafa:
[0.240.95/0.154; 0.83|0.077]0.25/0.125;
0.24/0.95/0.154; 0.83/0.077/0.25/0.125].
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The inter-word distances finally should be calcu-
lated in the following way:

d (mama, nana) = /(S'm —S,)2+F,,-Fp)2+
_(Dm -Dn)+(Sq- s_a)2+(_Fa - Fc_z)2+ (P’a -
Ba)2+(o_a 'O_a)2+(sm - Sn)2+(Fm 'Fn)2+

(_Dm -Dp)l+t(Sa-Sey+(Fq— Fa)2+(Ba -

B o)+ (07, - 0,)? =V (0.59 — 0.24)* + (0.02 —
0.077)*+ (0.077 — 0.077) 2 + (0.83 — 0.83)> + (0.077
—0.077)% +(0.25 -0.25)% + (0.125 — 0.125)>+(0.59 —
0.24)* + (0.02 — 0.077)2 + (0.077 — 0.077) 2+(0.83 —
0.83)>+ (0.077 — 0.077)> + (0.25 — 0.25)* + (0.125 —

0.125)2=~0.11578 = 0.342
d (mama, papa) = 0.501
d (mama, fafa) = 1.409

As one might expect, the mama word phoneti-
cally (or phonologically) is closer to nana than to
papa, and the more so, to fafa. Along with this, the
phonetic closeness and remoteness can be easily
compared. Hence, an *abcd (A ;) word would be
twice closer to *efgh (A ,) than to *ijkl (A 3). Of
course, the vowels are not to be neglected. Thus, we
may compare mama with mimi. S;= 0.758,
F;=0.077;,0,=1,0,=0.125 B ,= 1, B ;= 0.25;
0;,=8,0,;=1,B; =4, B;=1. Hence, d(mama,
mimi) = 1.63. So, we can infer that these words seem
rather dissimilar by the auditory perception.

In conclusion, an obvious question must be
asked: how C (a consonant) and V (a vowel) are to
be compared? In other words, when there is no evi-
dent syllables’ alignment like CVC-CVC or VCV-
VCV, how could the inter-word distance between
lexemes like CV and VC be calculated? We deem
the comparing with zero would be the best way to
tackle the problem. Let’s consider two words A ;-
CV (or C1V4), A, — VC (or V,C)), like be and
of, to be compared. The distance required should be
calculated in the following way: D (A ,A,) =V
(_S cl ~ S 1;2)2_+ (F cl '_sz)i + (D cl_— 0)2_+ (0 -
O 1;222 +(0- B_vz)2 +(S vl "~ Sc2 +(Fpr-F2) +
(0-D gz )+ (O pq- 0P + (B —0)%

The same may be applied to the words of differ-
ent length. For example, if V,C,;,V, and C,V;
(like era and to words) are considered, the equation
will look like this:

d(A;, A= V(S y; - St (Fyr-Fep)»+(0-
"D )+ (04 — 0P + (B — 0P+ (8 ¢/ -8 9+
+(F - Fug) (D er—0)+(0- 043 +(0- B yy)+
+ (S p2 = 0P+ (F 4y~ 07 (0~ 0 + (B, - 0

Conclusions
The outlined method is just a preliminary propo-
sition. We do not consider so far such features as the
specific weight of different sound properties (labeled
w;) at their phonetic perception, the impact of a
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phoneme surrounding [6] and the stressed/unstressed
syllable, the vowel longevity, tone, etc. The labora-
tory experiments for the refinement of the proposed
method are needed. Besides this, the method in its
present form seems to be a little cumbersome, de-
manding multiple and tedious calculations, but when
an appropriate software is developed, the task of in-
ter-word distance calculations will become much
easier and ready-to-hand like the determining of the
semantic distance according the WordNet algorithm
[7].

The advanced scheme can be applied in the
fields of comparative linguistics, especially in the
case when a phoneme shift like satum-kentum is
considered in the historic perspective, in medicine,
when the hearing and hearing disorders are scruti-
nized, as well as in the brain cortex mapping, fol-
lowing the phonotopic principle, according to which,
every phoneme pins a certain point or a patch of cor-
tex [9].
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